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Context: Multiple Tasks
- Solution to data starving: Transfer Learning
- parallel transfer: Multi-Task Learning [2, 3]

Primary MTL
- Flat MTL
- Primary task (focus) ≠ Auxiliary tasks (help)

Multi-Modal Object Detection
- Input image
- Object detection

Analysis and Results
- Experiments on NYUv2 dataset [7]

Ablation Study

<table>
<thead>
<tr>
<th>Model</th>
<th>mAP@0.5</th>
<th>mAP@0.75</th>
<th>mAP@0.95</th>
</tr>
</thead>
<tbody>
<tr>
<td>SSD [6]</td>
<td>31.2</td>
<td>15.8</td>
<td>16.2</td>
</tr>
<tr>
<td>+ flat MTL</td>
<td>34.3</td>
<td>16.0</td>
<td>17.4</td>
</tr>
<tr>
<td>+ intensive pool.</td>
<td>35.7</td>
<td>16.2</td>
<td>17.4</td>
</tr>
<tr>
<td>+ fusion</td>
<td>37.6</td>
<td>17.1</td>
<td>18.5</td>
</tr>
</tbody>
</table>

Multi-Modal Object Detection
- Auxiliary information: depth only

Model
- Pose CNN [10] D* N S + SYN 38.8

Auxiliary information: all available
- ROCK D N S 39.8
- ROCK D N S + SYN 46.8

Effectiveness of Additional Supervision
- Auxiliary supervision ~ 30% images here
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